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Introduction
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 Spectral clustering
• Traditional way: Pre-define an affinity graph -> Partition it.

• Its performance heavily relies on the pre-defined graph!

 Graph learning: Can we adaptively learn the graph?
• (Single-view) graph learning (Nie et al. KDD 2015; Nie et al. AAAI 2016)

• Multi-view graph learning (Zhan et al. TKDE 2018; Nie et al. IJCAI 2017)



Multi-view Graph Learning (Graph Fusion)
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• Zhan et al. (TKDE 2018; TIP 2019) fused multiple graphs into a consistent
graph with a certain number of connected components.

• Nie et al. (IJCAI 2017) proposed a self-weighted scheme to fuse multiple
graphs with the importance of each view considered.

These methods focus on multi-view consistency, yet cannot simultaneously
and explicitly consider both multi-view consistency and inconsistency.

The inconsistency is a much broader concept than noise. It may be caused by
not just noise/corruptions, but also different kinds of view-specific characteristics.



Consistency & Inconsistency
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• In this paper, we propose a new multi-view graph learning approach
for multi-view clustering.

• We argue that the simultaneous modeling of multi-view consistency and
multi-view inconsistency can significantly benefit the multi-view graph
learning process.



Decomposition & Fusion
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• It is assumed that the graph of each view can be decomposed into two
parts, i.e., the consistent part and the inconsistent part.

• Given graphs of multiple views, our goal is to learn and remove the
inconsistent parts while preserving and fusing the consistent parts.

 The graphs can be similarity graphs or distance (dissimilarity) graph.



Illustration
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Objective Function

 A naïve objective function:

 We decompose the adjacent matrix W(i) for the i-th view into two
matrices A(i) and E(i)
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Some Other Terms

1. Let the sum of the products of the inconsistent parts be small:

2. Additionally, we do not want the inconsistent parts to be too large:
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Element-wise multiplication

Simply speaking, the inconsistent parts from
different views should have little in common!



Objective Function
 Considering that

We have the unified objective function:
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Make different inconsistent 
parts to have little in common

Prevent each inconsistent 
part from being too large

Fuse the consistent parts



Optimization
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 As the objective function is not jointly convex on all variables, we
use an alternating minimization scheme to optimize it.

 Specifically, we develop an efficient algorithm based on projection
to solve these two sub-problems.
 Basic idea:

• Solve the sub-problems with no constraints
• Project the solutions into feasible region so that they meet the constraints



Overall Algorithm
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Two Graph Fusion-based Variants: SGF & DGF
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 Notice that our multi-view graph learning technique is applicable
to both similarity graphs and dissimilarity graphs.

 It leads to two graph fusion-based variants:
 Similarity graph fusion (SGF)
 Distance (dissimilarity) graph fusion (DGF)



Experiments: Datasets
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Experiments: Convergence Analysis
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Experiments: Parameter Analysis
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Experiments: Comparison
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Two basic observations:
1. The two proposed methods show very competitive results.
2. DGF generally outperforms SGF!!!



Summarization
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 We for the first time, to our knowledge, simultaneously and explicitly
model multi-view consistency and inconsistency in a unified objective
function.

 To optimize this objective function, we present an efficient alternating
minimization scheme to obtain an approximate solution.

 A multi-view clustering framework based on multi-view graph learning is
presented, with two graph fusion variants, i.e., SGF and DGF.

 Source Code: https://github.com/youweiliang/ConsistentGraphLearning

https://github.com/youweiliang/ConsistentGraphLearning


Two Interesting Issues in the Future Work
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 Consistency VS Inconsistency

 Similarity Fusion VS Dissimilarity Fusion
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