
Norm-regularization tends to hurt robust accuracy.

Robust classifiers need not have small layer 
norms.

Robust classifiers need not have small Lipschitz 
constants.

We provide a theorem to compute and 
regularize (with a norm-decay algorithm) 
the layer norms of CNNs.

Large Norms of CNN Layers Do Not Hurt Adversarial Robustness

Adversarially robust 
classifiers are provably
realizable using neural nets.

This work discusses the connections of 
• adversarial robustness of neural nets, and
• their Lipschitz constants, and
• the norms of convolutional layers.

Youwei Liang, Dong Huang
SCAU

Our theories and experiments refute the 
argument that large norms of neural net 
layers are bad for adversarial robustness.
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